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I PREFACE

This document was prepared by the Institute for Defense Analyses (IDA) for the

Office of the Under Secretary of Defense (Acquisition and Technology)/Tactical Warfare

Programs to summarize a series of studies related to the cost-effectiveness of common
integrated electronics. It summmzes the outcomes of these prior studies and recommends

an approach for future acquisition of electronics to achieve life-cycle cost savings.

Although the previous studies focused mainly on avionics, the conclusions drawn should

Sapply equally to moot weapon system electronics.

This document was reviewed by Bruce R. Harmon. Waynard C. Devers, and
Richard R. Legauil
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U I. INTRODUCTION AND SUMMARYa
A. INTRODUCTION

SElectronic equipment is becoming an increasingly costly part of the Department of

Defense's weapon and support systems. Such equipment is pervasive in information/

businms systems, and comma, control, c imn •tnions and intelligence (C31) systems,

as well as weapon systems. The cost of avionic equipment for the F-22 tactical fighter

Saircraft i expected to average moe than $10,000 per pound, which could total as much as

ow~-rd o the totl ai•ra flyaway Cos.

3 The Institute for Defense Analyes (IDA) has supported the Office of the Under
Secretary of Defense (Acquisition and Technology )Tactical Warfare Programs by

condlucting a serie of studies (References [I duuugb 6)) that examine the application of

comao integrated architectues and modu hardware and software to Department of

gDeme (DoD) electrnic sysm. These studies showed that aplicuion of thew concepts

can ,edice the cos of acquiring and supporting elctric systems. Among the potential
t reducion in &,vmleme cos due to voidac opliaon

* savinp in productim cost due to the increuse in production quantities of
r cmI ir z ms nm d ft amxmw drir-e in per-uit cost.

• reductions in operaing and suppor (O&S) oonss due to avoidance ofI d llcmingt nm~m ramuc•qm. s •es md ipmt eqwpmenl and

Ssuvings aircraft lift-cycle cost due to decreases in system weisht and

MnDcl and she miliwy serwe readaz the gynceof usig itpdsystem
ucalitectve as a man of saviNg com ding a period of d•crea dfense budgets. The

Joint bIaW d Aviosics Worbig Gropu (JIAWO) was eust d by the DoD in
ip I-- to a cP ow I- amdaw to develop eid apply cm . io p electronics to
the F-22, the RAH-66. the A-12 Pre-Ptaind Pr IMprovemen (P3I). and their

O 1 ii be a fy cinsi of i b am m
b to- I - i£w
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vaiants.2 IAWG has achieved some success in securing use of integrated system concepts
and common modules within the individual F-22 and RAH-66 programs.

There are examples of common avionic equipment in the military services. The !
Joint Services Review Committee (JSRC) was chartered by the Joint Logistics
Commanders to address avionics standardization. JSRC has developed several pieces of I
navigation equipment that have been used as a standard across the thre services. The Navy
has a standard computer program (AYK-14) for weapons programs that has been 3
successful in both air and sea environments.

The DoD and other government agencies are currently developing information
processing standards. However, the private sector, which dominates the computer

processing market. isnt the forefront of developing new technology and establishing
standars through org.anm o such is the Instit of Electrical and Eeanics Engimeers
(IEEM). the American Naimoa Standads I (ANSI). and the Society of Automotive
Engineers (SAE). The DoD has made use of the pnvat sector's information processng
technolog and staIdanis for komatifoo-u-ind-s and C3! syscmns, but linle use has been

made of such €echlology and standards for weapon systems that require real-time 3
processing.

To secue maximum benefit fom common ieneegra eleonic archiwcrwu' itis 1
eet that ,comp mue uaed.s technology. and mangemet prorms be applied.

"Tis document expiotes DoD's expiena in devekofn and applying common inegred
elecuonics. and presents the essential ekmenu needed to imame a comprehensive program
for axqwrinS common ntgae elecuwcswi kthe DoD.

5. SUMMARY

IDA's pmvou studies on this sabject (1 thI ugh 61 ex-plred trends in avionics I
costs. the effect of iegraIed sym archhectmws om costs and airraf cha ic . the
role of advanced secnMoloy. the applicaion of open sysmus sumdards, the use of i
equipmen commonality. and the management o t necesay to Ahiee futher

prolpu in applyin common -arbm n- ta and -qivpnP Im to defem e ym aquuaaion-

The o'mal coacsm diawn from these studies was th one way of cotolling
electronic syst costs would be to impklment a compbiensie co m mon iniegratd 3
architecture progm. We recommead that ch a program encompass the foilowaing

2 Tk. A12 p op m wo cwei o 1991 ald 1 by do e/FF.X. wbkb was bru cmsiiwd

WOO iL u. ur cwn . I
1-2
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esutiadl ekma: imnerued sysosn sbift~uz, advanced technology programs, open
sy/sM standards samdrd Common modules, and associted manament and policie.

Such A program requires proper coordination. We further recommend that the

Office of the Secretary of Defese (OSD) take a strong role in both seting standards policy
and in apprving those sandards du will affect all of DoD.

1-3



H. BACKGROUND

As part of the 1987 DoD Appropriations Act Conference Report [7], the

U.S. Congress required that the DoD initiate action to use common integrated electronics
to reduce aircraft acquisition costs. This chapter reviews trends in avionic cost and the
DoD's response to the congressional mandate. It also explains recent efforts to apply

common electronic standards to weapon programs and describes the management

envionment for achieving common electronic standards.

A. AVIONIC COST TRENDS

The percentage of aircraft flyaway cost devoted to avionic equipment has been

rising steadily over the past fotty years (see Figure 11-1). In 1960, avionics represented

a o y10 percent of the total aircft flyaway cost. In the year 2000, the cost of

avioncs for the F-22 aircraft is expected to be about one-third of the aircraft flyaway cost.

In the interim aircraft costs have risen by over a factor of 10, and the costs of avionics have

icreased at a even faster rtre.

Computer components make up a significant part of current avionics. The

commercial coo of these components has fallen by a factor of 10 over each of the past
several decades. This decrease should have led to lower avionic processing costs;

fmInf n.unly, that has M hab ,en

The dramatic cost increase in avionics has resulted ftomn a combination of factors.

srncpal asmq them wre fth incemd fiuctonality raquire of avionic systemsý the added
cost of inegrating complex systam the expaded cost of extensive system software (now
rescings 5-10 pern of total we u sysem cost), and the failure to make effective use of

cmmn rdware and softww sdards to achieve costsavinp

Given te subsntal DoD budget cum to come, ways to mitigate the rising cost of
avionc mm be seugi The Mun of isagrvd sysm uhitect, 1open system standards
(includcng crammrl wcluko ). ,ad 0o-al simod provide relief.

U-I
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Source: Reference [6]. 3
Figure I1-1. Avionic Cost Trends I

B. RESPONSE TO CONGRESSIONAL MANDATE

In the 1987 DoD Appropriations Act, Congress specifically directed service i
representatives to prepare a joint plan for the inclusion of fully integrated, digital avionics,
communications, sensors, embedded communications security, and other electronics on all

major tactical aircraft being developed [7]. To respond to the congressional requirement,
the Joint Integrated Avionics Plan (HAP) was issued by the DoD. The plan was 3
subsequently revised and issued in final form in March 1989. The Joint Integrated Avionics
Working Group (JIAWG) was established in March 1987 by the Service Acquisition

Executives in accordance with HAP provisions.

The JIAWG was charged with developing an integrated avionics architecture. A set 3
of supporting standards was to be developed as the common hardware/software building

blocks to implement the defined architecture.

1
11-2
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3 The language of the fiscal year 1990 Defense Appropriations Bill 18) reaffirmed the

previous action and required that "the designs of the Army LHX [now the RAH-66], the

3 Advanced Tactical Aircraft [the A-12 (P31)'], the Air Force Advanced Tactical Figher [now

the F-221, and any variants of these aircraft, must incorporate JL4kWG standard avionics

3 specifications no later than 1998."

The Tactical Systems activity within the Office of the Under Secretary of Defense

3 Acquisition was to monitor progress in accomplishing the imegraed electronics mandate. A

key part of this responsibility was assuring implementation of the JIAP to achieve

ioi use of JIAWG teclmology in the designated deloping aircraft systems.

During the competitive acquisition pbase of the F-22 and RAl- 66 aucraft. JIAWG
made good progress on general Pecifications and wa able to issue the Common Avionics

Baseline I (CAB-I) in May 1987. This was followed by CAB-BA in June 1988, CAB-IIB

in January 1969, and CAB-m in eady 1990. The bmelnes contained general requir1ments.
but lacked key final details. Final information was to be contained in CAB-IV-schaduled
to have been issued in the third quanr of 1992--but the document has been delayed-

I The early momentum of the JIAWG Ias ciwsy dimmished as a result of the awards

to the prime coacto. Some mentum was recently restored as a result of Office of the

3 Secretary of Defense (OSD) effos and initial agreements have been reaced on module

connectors, power supplies. communications, navigation and identification (CNI)

3 modules, d oter cmh 1mn tecnology for the F-22 and RAH-66. How-ver. many otler

changes ar needed before m elecronic mdles cma be widely used for both aircraft
3 systems.

C. RECENT EFFORT'S

I. -joint Services Review CooWts/~a Legistle Comman -r

3 The Joint Logistic Co, through an ad-boc Joint Services Review

Committee (JSRC) orgatnd in 1980. has pursued a prgm to develop standard avionic

"3 equipment. Major accomplishme include developing the Standard Central Air Data

Computer, Standwd AttitudeiHeadin Refence System. Ground Collision Avoidance

5 Software, Standard EJectranc Clock and FbSg Doa Recorder Systems. These pieces of

Shave found W o acmons fte thm srIMe

M!lw A- 12 wrn icum ia 1991 md fPIwW by *a Af-X. w urn M40 11) a cawete
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I
Current JSRC projects include the Downed Airman Locating System, Solid State 3

Brometric Atimee, Ground Proximity Warning Systm, Standard Compass System, and
the Single Channel Ground and Airborne Radio System (SINCGARS or ANIARC-210). 1
Also, JSRC has investigated the posible application of JIAWG technology to existing

aircraft.

2. Other Standank Propama

a. Miliar Program

A number of other electronic development efforts within the services are 3
farmulatin eleu=kc hadwm san . Major efforts include:

"* Standrd Army Vefuics Aadutecwre (SAVA); 3
"• Ecuonic Module Signal Ptocessor (EMSP), Navy;

"* NMoaw Avionics Sysem Archecnme (MASA). Air Force;

• MultiApplicaton Avinics CanpuLa (AYK- 14). Navy, ad

* Advacd Speceborne Coxnps Modtules (ASCIM). Air Fuce. 3
Eh o(these pro ms isdeveloping commo inegrau d .. md'ules for a

specifc we•po system ar"a. Alhough some of the program am similr little has been
done to coordit their wchtoiop deek "M l 1(4).

Several other standarts development actions in progrmes involve information
pnoessig anudm cme 0nPrfs and protocol stadards (see section C in
Chapter II). This work is beimg accoml by the individual services and DoD

gnencies. Some of these initiatives wer started only recently, and their effectiveness
namma io be demnemd 3

b.- Cminsrdwl P.opor

A wide range of leltrical. eiewook. coi, and data processing I
Ms dwds ba bem devwel d by we o comunrcial n ora a . Pincipal

amon the --misona ua I
"* hubMat ofElemcral and Elmawaics Engizw (MEE),

" Sociny of Ammotie Enonr (SAE) 3
"• Elecuorsc hAw s Aun oc nt (EIA). and

"* Ameican Nional Sadards Instim (ANSI). I

I
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These organizations develop standards for use by commercial industry. The

Department of Commerce, through its National Institute of Standards and Technology

(NIST), has played a key role in these activities. The DoD has made use of the commercial

standards and is increasing its efforts to work cooperatively to support future standards

Commercial ai&ines make use of commonty and open system standards as the

basis for acquiring most of their avionic systems. The group of airline engineering

representaves thot forms the Airline Electronic Enguinering Committee (AEEC) develops

form, fit, and function (F3 ) specifications for airline avionics. Aeronautical Radio

Incor atmed (ARINC), a company wholly owned by the airlines, serves
as the secretary for the AEEC and issues the specif-ations as ARINC standards. The3 AEEC process, which has been functioning for over forty years, provides the airline
ikuarya full rim of avionic and supporting specifications and design guidance. Over the

pan fifteen years, the AEEC has upgraded its avionic mecthology to an almost completely
digital basis. Recently. the airlines have embarked on forming an Integrated Modular

SArchitecture (IMA), which will focus on using the latest high-speed computer technology
to form highly integrated avionics uwbiwtctu for aikcra

3 The ARINC apecfiaions we no mandated for use by the airlines. Rather, each

arin is fre to select e of is own choice. However. the equipment developed to3 ARINC spcflti os (at m factmuer's expense) has been high-perfomance and cost-
effctive e 1uipment. Airline eqwipmemt as oh acquired with Iong-tem warrante•, which
provide P ftrck on product impovement and cosnul of support costs. The mcces of the3API specific ution poces is a ru othe derlying mics and values

3 D. MANAGEMENT ENVIRONMENT

The Defense nformation Syseam Agency (DISA) has been given the charter to

Sdevelop and nmanage standads for DoD informati technology. DISA will establish

requieents for standards and, when necessary. prep documents on information

Sc and associated wicads.

Curmt DoD policy related to use of coimnon integrated electronics in weapon
systemm a reflected in DoD Directive 500. 1 [9) and DoD Instruction 5000.2 [1I0 is not

clear and could even be construed to be negafive. To encourage commonality use. the
language of bask DoD acqusion policy documents will have to be clanrified, and new

guidoce should be provided to the services

I
I
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The role OSD plays in assuring the application of commonality across programs

and services also needs to be clarified. Present OSD staff is most attuned to developing

policy and wp-orting the Defense Acquisition Board (DAB) and budget processes. 1
Considering past congressional interest in the use of electronic equipment

commonality, we expect pending DoD budget cuts to increase Congress's resolve to ensure

broad application of common electronic equipment. It is highly possible that future
direction may extend beyond the current scope of tactical aircraft to air, land, and sea

weapon systems.

I
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i IM. THE ESSENTIAL ELEMENTS OF AN ACQUISITION

3 PROGRAM FOR COMMON INTEGRATED ELECTRONICS

3 IDA's previous studies [1 through 6] make it clear that an effective common

integrated electronics program must consist of five essential elements:

Integrated System Architecture: A set of electronic system architectures should
be developed for various weapon system types to provide an enduring
common design framework. The system architectures should be scalable to
permit applcation to different sz requirements.

Advanced Technology Programs: Technology programs are essential to assure3 that system architectures, common modules, and system standards reprt-
stae-of-the-ut cCability.

"" Open System Standards: Open system standards are needed to define system
interfaces and the functionality of key components (modules). Families of
standards will be required to meet the wide range of DoD weapon system

*needs.
" Standard Coammon Modules: Sets of standard electronic modules should be

developed for ue in deriving the defined system awchitectures. Use of common
modules can reduce system development, acquisition, and operating and
suppor cos.

3 * Management Policy and Organization: The development and application of
coordinated common integrated architectures will not be effectively
implemented without a strong management organization to create and monitor
the commonly acquisition policy and processes.

The options available for each of these elements and their cost-effectiveness

potential am examined in the subsections that follow.

A. INTEGRATED SYSTEM ARCITECTUIr

1. Armbiteetur Comnepta

The architecure for an electrmic system defines the structural framework that will

i be used to create the functonality necessary to meet system requienments

I-I
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Electionic architectures can be cast in several basic forms:

"• Federated-a concept in which key subfunctions (i.e., radar, electronic
warfare, communication, navigation, etc.) operate independently, sharing only 3
derived data.

" Integrated-an architecture structure that requires subfunctions to share
common system units such'as signal processors, data processors, displays,
and so on.

" Hybrxid-a combination of the federated and integrated architectures. 3
Figure 111-I illustrates a hybrid avionics configuration in which the radar and

electro-optical sensor processing have been integrated and the remaining functions operate 3
in a federated man.

i ii I

II

1"[I-2

I
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I combination of shared functions and independent functions). These hybrids represent an

evolution from the federated architecture, which was a collection of individual functional3 units interconncted to form the total system.

Size scalability of an architecture concerns the ability of the design structure to

Sapplications of different scope. Scalable architectures permit the addition or

deletion of basic building blocks (modules) to accommodate different magnitude

applications while retaining standard system interfaces, signal structures, and operating

3 2. Advantages

A highly integrated architecture facilitates moae compact multifunction designs,

providing weight and volume savings for a stated level of performance. Integrated design

enhances the opportunity to icorpmate redundancy and the ability to reconfigure in the3 event of a failure or change in operating mode. Weight and volume savings can translate

into system life-ycle coot savings.
I 3. Disadvantages

3 High s integrated systemn can be mor costly to develop, integrate, and test. This

results from the increased number of system interfces andhe hihof interaction

that can occur among system elements. The software for highly integrated systems to carry

out resource sharing, reconfiguration and graceful degradation in the event of particular

hardware failures can often be large, complex, and costly.

4. Cost Savings

I IDA conducted a study to determine the potential effect of system integration on the

avioni suite for a hypothetical fighter aircraft similar to the Advanced Tactical Fighter [21.3 The analysis focused on the use of federated and integrated processors for the major

avionic functions: mission processing, fire control radar, infrared search and track,3 electoic wufut, navigation, coMUmmication and identif and digital mapping.

The bowe case developed the weight volume, and cost for a federated architecture.3 For the alternative, an integrated architecture was assumed that would consolidate the seven

avionic processing functions into two computers.

3 The ingrated architecture would reduce the weight of the avioni system. Analysis

suggested that the acquisition cost of the two more complex processors would about equal

I
111-3I



the cost of the seven separate processors they would replace. The study indicated that the 3
integrated processor configuration would thereby reduce aircraft gross takeoff weight.

Total life-cycle cost savings were estimated for the physically integrated system and the 3
federated system for a 20-year life cycle of a quantity of aircraft. Results indicated that

savings could be realized 3
The study also examined the impact of alternative levels of functional integration.

Functional integration goes beyond physical integration and includes concepts such as

system reconfiguration, resource allocation, and sensor data fusion. It was found that

software costs can increase significantly for high levels of functional integration,

uasforming the projected life-cycle cost (LCC savings into a loss.

Figure M-2 illustrates the relationship observed for the cases investigated. The
federated system configuration formed the base and was assigned the value of I (LCC for

complex avionic flight and support software was approximately $2 billion). The physically

integrated case (two processors) yielded estimates of software LCC at 1.1 times the base 3
cost. This case, coupled with the attendant weight savings previously described, provided

significant cost savings. Employment of functional integration quickly increases the 3
software LCC, eroding any LCC savings to be derived from the weight-cost reductions. U

4 U
3-

2  n
I ,
0 i

F~din P Foft FIAMM Furf
LOW Mosdkon htN oU n

SCUMWe R"wmn of) O*p* mai

F*gur W12. Software C"Moft k1 ntgration
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5. Issues

Integration of system subfunctions can clearly produce weight and hardware cost

savings. However, the impact of added complexity and attendant higher software cost
should clearly be considered before adopting system requirements that call for high levels
of functional integration. Development and adoption of families of scalable integrated
system architecture can serve the DoD well by providing common design frameworks and

standard system interfaces.

B. ADVANCED TECHNOLOGY PROGRAMS

1. Technology Flow

3 Over the past 40 years, significant technology development has taken place in the
DoD, the National Aeronautics and Space Administration (NASA), the Department of
SCmmeric, the Department of Transportation. and commercial industry. During the 1960s,
the DoD provided much of the funding for development of solid-state and integrated-circuit
component. NASA, through the space program, contributed to real-time computer and
gun esys•em technology in the lm 1960a and the 1970s. During this period, the private
sector benefited from these develpmnt through tchnoogy transfer progran [6).

As a result of the huge increases in the commercial computing market and the
decreases in the DoD budgt, both in total dollars and as a percentage of the gross national

product, the DoD is no longer the dominate player in the 1990s electronics market. Current

estimates place the DoD consmpion of electronics at less than 10 percent of the total
market. As a consequence, much of the development of technologies for large-scale
informaton processing is now being directed at the commercial market ratr than the DoD.

I Fortunately, the DoD can use some commercial electronic developments in its
weapon and business systems. Technology of interest includes items such as3 micprocessors, data buses, and softwue. In addition, some commercial products are of
sufficient reliability and rggedness that they can be used directly in some DoD system

I applications. More insight is needed about the utility of this technology for DoD
appli and about how the DoD cua best benefit from such dev

1 2. Advanced Technology Demomtratlow

Advanced technology developments, demon-stations, and prototype test beds are

needed to investigat thoe unique DoD system technology areas that will not be addressed
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by the pve sectr. Such p s may be dirted at developing new technology,

I

adoptinS and modfying commercial technology, md/or validating new system concepts.

Over the past decade, attempts have been made to develop standards and common 3
equipment and modules. These attempts have met with varying degrees of success and
have ranged from small technology development projects to major billion-dollar 3
development and acquisition programs. Examples of successful efforts are:

" VHSIC-a DoD initiative implemented through the three services to develop a
new generation of Very High Speed Integrated Circuits (VHSIC) for

application in military weapon systms
" Common Module FLUR--the common module Forward-Looking Infrared

(FUR) was developed under the leadership of the Army Night Vision
Laboratory. The program established a functional architecture and common
modules that became the basis for FUR equipment now used by all three
services.

Both of these efforts had the objective of developing new system architecture and

associated Wchnology.

The Advanced Research Projects Agency (ARPA) is developing a massively i
parallel processing architecture in the High Performac Computing and Communicatios
(HPCC) program. The architecture is based on the development of several building blocks I
(nodes) that can be joined together in a scalable manner to derive alternative levels of
parallel computing capacity. The blocks being developed include a processor node, an 3
asynchronous network interface node, and an " " node.

The HPCC program expected to demonstrate 10-100 giga (109) processor U
operations per second in 1992. Tbe ultima goal is to achieve tera (1012) operations per

second by 1996.3

A coumpaion ARPA project is the development of new software concepts under the
Advanced Software Technology and Algorithms (ASTA) program. ARPA's focus for 3
ASTA is the devetopnt of alorithms and tools to facilitate parallel processing. These
efforts include the development of the MACH (2.0, 2.5, and 3.0) real-time operating
sy that will find application for parallel procefmn

The development of parallel processing will accelrt the growth in computer 3
Processing WOee. The Availability of this Fester computing power will provide the means
to obtain even greater weapon system functional capabilities. Since the ARPA parallel

architecture is baed on common building blocks, there will be an opportunity to achieve
ecnomy of scale through multiple applicaions of the common units. This can be achieved
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only if the architecture is implemented using open system standards to describe system

interfaces, computer instruction sets, and support environments.

3. Technoloy Growth and Standards

1 Digital technology capabilities have been growing rapidly and show no sign of

near-term abatement. Standards can have the effect of freezing technology at the point in

time when they are issued. Given the time it often takes to develop and select a standard,

standards may be nearly obsolete at issue. To avoid this problem, it is paramount that a

vigorous coordinated technology program be established to provide the basis for future

tecnoog a iuctures and standardL

A critical DoD ftchwoogy need is the reurement for a fully capable real-time

operating system that could meet the needs of avionic and similar weapon system

application. Although work is being done (POSIX and MACH), it is important that this

i effort be given proper fuMding and pioity. The proper operating system standards will
have payback in the foam ofapphcaon software reuse and the ability to upgrade fielded

sysmn with faster me capable o

C. OPMN SYSTKM STANDARDS

I. Definition

IEEE document P1003.0 defines an open system asc a system that implements

sufficient open specif-at for interfac sevices, and spoMn formats to enable

property eInineer11 c1pOnesMW to be umilimd acros a wide ranp of systems with minimal
chMes, to imp roper&e with oher conpm tsi on local nd rnmote systems and to interact
with use, in a style which fhclitsn usr potblty. "Open" in the definition malates to

no-m dew. fully diselosed staidar

2. Padt Practle

The 4deelopment of a highly interated complex system such as tactical fighter
avioncs requires a well-structured uchatecture that can meet the operatial real-time

pIrformaneW IMqujUments. In the ptM avionic rchbiectum have been developed by the
system pme cengt and often contained cmqpay propietary concepts that were
titly held and were often Uque to each airrft desigp. This resulted in duplicated

research and development plus incompatblity amng major sub creating high
prodMu-0co coats, mppo and system upprae pWoems
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3. C.wm of Opemtlft

The open system concept implies that the key system interfaces and services would

be derived from non-proprietary industry standards. This would permit a number of 3
manufacturers to design subsystems that would interoperate with the central system.

Openness promotes competition and reuse of subsystem components, both hardware and

software, across several systems, thus providing cost savings. The development of an

open system concept has the potential to ameliorate manufacturers' proprietary

problems [61.

Open system concepts, when applied to com;uter technology (both hardware and

software), provide the means for processor interchangeability and application software

portability. Processors developed to open system standards with common instructio sets,
sandard inpt/output, and support service functionality can be interchanged. Older and

slower processors. developed from prior tachology can be replacd with minima effort by

faster processors built to the same open system standards. With processor technology

doubtling is capability every 18 months the ability to make such upgrades is essential.

The open system concept permits existing software programs to be transoI
readily across plWorms provided the procehssr ar (1) equipped with common operating
system (2) host the required progam compilers, and (3) have compatible instnuctio sets U

aid s env irnmenes The availability of the design interface infomnnation is essential

lo permit multiple ccuputwrmumfka IIIu todevelop the nwaded compatibleeniomts3

The key to establishing an open systm concept is to select the appropriate lkeve for
system inrteace standa"s If set too low. the abilit to change out technIog may be3
restricted. If standards are set too high, too little control over system inter- and
intracommunications will be provided. Successe such as the IBM PC-compatible 3
computer s should be studied to draw guidance for fume dvelopmeat of DoD open system

stadards.

4. S~mtaudr Devulopmmt

The creation of an open "sysm requffes fth development of an underlying systiem
architcur that the fcapaility to m a rmp of application requirements. To facilitate

achectute dev.kepmnt, reference models m often established that describe the basic

"Sytem structure. Reference models typically define the genri processing and inter- and
mtraystm cmumnicadon in temof standards for message formas protocol for data3
tuaisuim internet addrevaing.ad physicaplkechical conecdoiL
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Open systems architectures are being developed in commercial industry for data

communications between computers and workstations via local and wide area networks.

The open system defines system interfaces, not the computer design. The Open System

Interconnection (OS!) is an intercomputer comunicaon standards effort that has received

support from both government and industry. Properly conceived, open systems provide a

fraework for system designs that are insensitive to many changes in technology.

Given the scope of commercial industry electronic and data processing technology

developments, it is important that the DoD utilize these resources. This can be

accomplished by letting industry know what DoD needs are so that they can be considered

during technology and standard developments. By securing industry standards that reflect

DoD needs, more affordable DoD programs may be secured by using commercial

technology.

In addition to the programs cited in Chapter !1, several other initiatives are

addr1 ig electronics stxands

Next Generatio Computer Resources (NGCR)-4 Navy-led effort to establish
standards capable of meeting the Navy's mission-critical computer resource

" Open Systems Architecture Working Group--an initiative to develop open
system archiectu mad seifaions for DoD system

" Corpxote Informadon Ia 3t (CIM)-a DoD initiative to improve the
processing infrtructure to improve DoD's ability to provide centralized
resoure mmapmet and plnning sevice.

" Copernicus-a& Navy initiative to develop a comprehensive user-oriented
cauunutd ad control hfrmmimon In t -aitecu•ie mad echnolog.

Each of these efforts focuses on a subset of the total DoD weapons complex. As a

consequence. some dupication of effort results in the development of similar, but non-

interchagMable electronic standartd (e.g.. modules). Struger DoD management of these
techoklgy develolxent efforts could lead to hrosad based ekeanc common standards,

thu avoidng dpicaion expee.

S. Life-Cycle Cos Im--p1leatle

Decisions preading fmilies of umdamd should be addresd from the standpoint

of the full life-cycle cost and should consider the effect on system development,
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I
production, maintenance, and support equipment. Technology decisions that seem correct 3
from a design standpoint may not be appropriate when considered from a full life-cycle

standpoint. For example, technology selected because of low acquisition cost may be very 3
costly to support over the system's life cycle.

6. Issues I
As previously noted, a number of service, DoD, and other government

organizations are working technology standards issues. To be effective, it is essential that I
these efforts Le focused and directed in a logical and coherent manner to assure

compatibility and to avoid duplication. To assure that the proper focus and coordination are3

achieved. it is important thit OSD take a stronger role in both setting standards policy and
in approving key standards that will affect the DoD. 3

DoD should support standards, but should not mandate a single set of standards for
all applications for there is a spectrum of requirements that cannot be met by a universal 3
solution [6]. Rather, families of standards are needed to cover the broad scope of

applications likely to be encountered in the full range of DoD systems. It is important that 3
the real-time performance requirements of DoD weapon systems be considered in the

development and selection of technology standards. U
D. STANDARD COMMON MODULES

1. Definition

The JIAWG def-um commonality broadly as an item or items that may be used to 3
accomplish equivalent functions in multiple applications. The definition applies to both

hardware and software commonality and includes both built-to-print (exact duplicates) and 3
form. fit. funtion, and interface (F31). Commonality may occur within a weapon system
pmroram or across multiple p =rms (weapon plaforms). 3

Table I11-I illustrates the factors that determine if modules are interchangeable.

These factors may be viewed as a series of level that must be compatible, beginning with 3
the physwAl form and ending with the detailed design.

Compatbility of the first four levels shown in Table 111-1 provides functional F31 3
interchangeability. To achieve full built-to-print benefits, it is necessary to add the final

level, which dictates use of the same detailed design. 3
0
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3 Table WI-I. Eleebt CnmpstbIty Factors

3by Boui form connector VYpM cooling

Elscaicai SUWpy Whomie CWOrr requiraments Pin-
Souk and powerIamncain and Coegro lNApsWuap slandwds prolocol. amgem
hrst and shpW uMdaW

Functional Action(s) pfarfon by dte module, i.e.,
jNaor. AID conver.m, c.

iMA M Sspwd, ,wcy. Pom 9 mn- , c,•3 reliability. and misýimaably
Envirowew ~ CAPMbIiy of the module to perform whe

aibjocd to tmersopmue. vftibmi. etc.3Desli cit.L uwerual .p ,• aout. etc.

3 2. Advantages

MwThe inmI nation of a broad-based, coordinated commonality program reduces
development cost by the elimination of design duplication. This permits limited researc',
and development (R&D) dollars to be focused on the development of critical-mission

Use of commonality can have tbc added benefits of improving systemI eper.b-l-ty and facilitating system integration. The availability of standard data buses,
communicaon controllers, data and signal processors, local area network interface3 devices, memory module, and power supplies should significantly reduce the design and
test efforts to integrate a weapon system Standard hardware components also provide an3 oppornitmy to reuse software associaed with the common components, thus avoiding
added software tes, aw support.

SApplication of a common module requires only that the module ficonality be
suitable and the module interface be dsigpd and tested. As a consequence, the3engireerng and test efforts required to employ common modules can be significantly less
costly and have reduced lecimical paerforuce risk.

The greater use of cooan modules provides lower production costs thrugh the
economy of scale resulting from learning curve savings. Since the production base of

Sfature weapon system will mont likely be limited to a few lumdred systems, savings can
accrue though the larger production ba achieved by pooling quirements for common
modules across several weapon system programs. Common modules also provide a
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maunaion process for electronics needed to realize their full performance and reliability 3
potential.

Lower support costs result from use of commonality by producing reductions in the 3
investment in spares, achieving economies through the use of common test equipment, and

using shared software support facilities permitted by software reuse. 3
3. Disadvantages

Some have suggested that use of commonality for military applications locks in

technology and does not permit new system designs to take advantage of the latest

developments. This can occur if the common modules/components are not periodically

updated. An aggressive, well-funded commonality program that continuously upgrades its

technology base would avoid obsolscence.

It is generally held that the use of common or standard equipment costs

"technically" (results in reduced technical performance), which will result in a less than I
optimum configuration with weight and performance penalties. It is further suggested that

the use of emerging standards can carry the added risk of timely availability. Because of 3
these prevailing conceptions, program managers have been considered to know what was

best for a specific system and have received little interference in their system technology 3
iNnemtemai choices.

Clearly, standard components should be used when technical and cost analysis

determines their suitability; they should not be used when they are found to be

inaproriae.Commonality application analysis shoul consider the ful effect on life-cycle
cots of technology choices on the system user, not just the incremental cost to the

designer-producer. The implications of commonality across programs should also be 1
considered

Th development and mainenance of an effetve system of commonality standards
constitutes a significant administrative brrden. The recent Joint Integrated Avionics
Worlking Group (JIAWG) effort to develop a set of standards for common avionics for the
ATF (F-22). A-12, and the LH (RAH-66) is an example of the staffing and management 1
resources necessary. To be effective. a commonality program must be directed by a

manager who has decision mtoridty and budget control to develop the required technology3
base and secure is appropriate application in designated weapon platforms.

Contractors developing weapon systems are often motivated by profit to use their3
own off-the-shelf designed and manufactured hardware. This follows since the production
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phase of a system acquisition program typically provides the greatest profit return. Using

common modules developed and manufactured by another company would reduce the

system developer's profit potential. Conversely, manufacturers are more inclined to use

common modules if they are the manufacturer.

I 4. Cost Savings

Opponents of commonality suggest that commonality produces little savings and,

considering other potential disadvantages, question the validity of standards use. In a

previous study, IDA found that commonality could provide significant cost savings across

the system life cycle [2). The study investigated the potential cost savings from avionics
commonality when applied to aircraft such as the ATF, LH, and A-12.

I IDA found for the example studied (avionics core processing with 90-percent

commonality) that savings of 57 percent on development cost and 2 percent on production

3 cost could be achieved. Introduction of a second program with similar characteristics that

would use the same modules, would produce combined development savings of 77 percent

3 and production savings of 17 percent For the total avionic suite, 50-percent commonality

within platform provides savings of 33 percent for development and 1 percent for

3 production. Across-platform commonality yields savings of 27 percent for development

and 9 percent for production.

Figures M-3 and 11M-4 present the relationships observed by IDA for development
and production quantities. The percentage savings cited can provide significant returns

when applied to a combined $10-billion to $20-billion cquisition program for avionic

modules. The combination of built-to-print and within-s stem commonality provides the

best cost saving opportunity; the combination of F3 and across-system commonality3 provides the lest cost savings oppormunity.

3 S. Issues

The need to consider commonality at this time is clearly based upon weapon system3 affordability. Given pending budget cuts, DoD can no longer conduct "business as usual"

in the development of weapon systems. Commonality, already recognized by Congress and

others as a cost-saving strategy, will continue to receive attention. Commonality must be
implemented across weapon programs if it is to reach its full cost-saving potential. Serviceg and OSD organizational constraints seem to be a major barrier for commonality use across

programs and services.

I
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Within-platform commonality is more readily achieved than across-platform

commonality because it can be required by the engineering and manufacturing development

5 (EMD) contracts and is generally consistent with the contractor program manager's

objectives. Across-platform commonality requires coordination across program offices and

3 makes program managers dependent on technology that may be outside their immediate

control.

5 DoD Instruction 5000.2, "Defense Acquisition Management Policies and

Procedures" [10], supports the program manager by noting that "standards should not be

applied in an acquisition program before the system concept has been fully explored." It

further adds that "standards should be considered, but shall not overly constrain the early

analysis of design options."

In the current defense budget environment, it will be essential that the technical

"price" of using common items be carefully evaluated in relation to the full life-cycle cost

savings implications. The ability of common items to ease system integration, allow reuse

of software, avoid development duplication, lower production cost, and reduce support

5 cost must be fully weighted against some inefficiencies (weight, performance, volume,

etc.) that may be introduced by utilizing standard items.

3 Use of properly structured EMD contract incentives may provide the means to

effectively secure both within- and across-platform application of common integrated

3 electronics. The LCC savings that can be achieved by the use of common integrated

electronics should provide a significant return on the investment made in incentive

5 payments.

E. MANAGEMENT POLICY AND ORGANIZATION

1. Policy

3 As previously noted, the current DoD policy on common integrated electronics as

reflected in DoD Directive 5000.1 [9] and DoD Instruction 5000.2 [10] is not clear. To

3 place greater emphasis on commonality use, clear language will be required for the basic

DoD acquisition policy documents and new guidance should be provided to the services.

U 2. OrpDglatlon

The responsibility within OSD for achieving the congressional mandate (JIAWG)
rests with the Under Secretary of Defense Acquisition/Tactical Systems (TS). This

responsibility is currently being accomplished through the Conventional Systems
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Committee (CSC)/DAB review process, supplemented with ad hoc oversight as dictated by 3
day-to-day issues. Although DISA is charged with managing information technology, no

staff or program office is specifically assigned the responsibility to secure electronic 3
commonality application across weapon platforms.

The benefits and costs associated with the creation of an organization within OSD to 3
oversee commonality development and application can vary widely, depending on the role

and authority given. A previous IDA study postulated a range of organizational options that 3
varied from no change through increasing levels of management oversight to one which

would consolidate all major weapon electronics programs under a separate Defense

Acquisition Agency [5]. The options were:

No Change: TS would continue its oversight of commonality applications to
tactical weapons on an ad hoc basis through the CSC/DAB review and the U
annual budget process. This option is expected to achieve a modest degree of

electronic commonality within programs, but have limited impact on the more
difficult across-platform applications. I

* Minor Change: A staff specialist for commonality would be designated and
assigned to TS. The specialist would interface with the Service Acquisition
Executives (SAEs) to promote and coordinate commonality within and across
tactical programs. Adoption of this option should lead to the use of
commonality across air, land, and sea platforms, along with better coordination
of technology development programs.

"* Moderate Change: A Common Electronics Office (CEO) would be formed
within TS modeled after the VHSIC program. The CEO Program Director I
would formally interface with service SAEs on commonality issues and

approve selected R&D funds to form a commonality technology base. The
establishment of a more formal infrastructure for commonality should improve I
applications across all tactical weapons programs.

"* Significant Change: A CEO would be established as above, but at the Under
Secretary of Defense Acquisition [USD(A)] level. This organization option I
would address commonality for all weapon electronic systems. Over the long
term, electronic commonality should be achieved across tactical and strategic
weapon programs. Significant cost saving should accrue from broader use of
commonality.

"* Major Change: Within the Office of the USD(A), an Assistant Secretary of
Defense for Electronics would be created to form a directorate for weapon
system common electronic programs across all services. Major investments
would be required to implement this more sweeping change, but significant U
savings could be expected in the long term.

* Extensive Change: Under the USD(A), create an agency to manage the 3
acquisition of electronics for all major DoD weapon programs. Extensive
reorganization would be required throughout the DoD, resulting in civilian
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direction and management of all electronic programs. This option would
provide an opportunity to significantly consolidate service system programs,
laboratories, and test facilities, while producing a broad-based technology

I program.

A review of several analogous organizations could provide guidance in selecting the

appropriate option. For a more limited initiative, the VHSIC program could provide

guidance in selecting the appropriate option. VHSIC was created as a program office within
the Office of the Director, Defense Research and Engineering (DDR&E) and was a

coordinated technology development program through the services' R&D organizations. It3 produced an array of advanced state-of-the-art digital technology that is now finding

application in a broad range of weapon systems.

3 On a larger scale, the Defense Information Systems Agency or Defense Nuclear
Agency could offer precedents. Each agency is charged with developing technology within

its field of specialty. Further explorations of these precedents may be warranted to gain full

insight regarding the proper alternative to pursue for broader electronic commonality

application.

One option that would provide a reasonable degree of oversight would be the

creation of a CEO within USD(A). The structure of the CEO is illustrated in Figure 1I1-5.

The CEO under this option would be able to apply management oversight to achieve
commonality for air, land, and sea tactical weapons, which constitute a major segment of

Sthe DoD budget.

I

_FICno.I CE Sef

Tehrical CnnnEetodsCMA

AmW SAIE NW SAEEAir or-eSA

3Eiseroncri Mefl Eled rn're office Electoroics Office

3 Figure 111-5. Proposed Structure of s Common Electronics Office
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I IV. CONCLUSION

3 This report has summarized the DoD electronic commonality opportunities and

challenges that have been identified by the series of studies on common integrated

electronics conducted by IDA during 1989 through 1992 [ through 6]. These studies were

supported and guided by the Under Secretary of Defense (Acquisition and

I Technology)yTactical Warfare Prgrams.

The overall conclusion to be drawn from these studies is that a significant measure

of electronic system cost control can be achieved by implementing a broad, comprehensive

common integrated architecture program. We therefore recommend that a common3 integrated architecture initiative be undertaken that addresses all the essential elements we

have identified (i.e., system architecture, advanced technology programs, open system

standards, standard common modules, and effective OSD oversight). The scope of

elements should include:

" Integrated System Architecture: Create for classes of key defense systems,
standard integrated architectures to provide the essential framework for cost
effective systems acquisition, operation, and support.

I Advanced Technology Programs: DoD advanced technology development,
demonstrations and prototype test beds are needed to address those unique
defense system technology areas that will not be covered by the private sector.
Commercial technology components, however, must be used wherever
possible to avoid development of more expensive unique military parts. Top3 priority should be given to developing open system standards for parallel
p ssing and a fully capable real-time operating system.

" Open System Standards: It is important that the DoD make full use of open
system standards. DoD should support standards, but not mandate a single set
for all applicatons. Rather, families of standards are needed to cover the broad

Sscope of DoD systems. It is also important that the DoD use commercial
industry electroni and data processing technology developments. This can be
best accomplished by working with industry to advise them of DoD needs such
that they will be considered during technology and standards development.

"Standard Common Modules: Support the JIAWG initiative for it represents the3 start of a potentially significant standard common module program. Coordinate

and encourage other common module program, i.e., SAVA, ASCM, et al.

IV-I
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Management and Policies: To achieve a common integrated electronics 3
program, leadership needs to be provided from the top level of OSD. Direction
should come from a level that can provide oversight of decisions related to the
services and defense agencies expenditures of 6.2 and 6.3 funds and authority
and responsibility over 6.4 funds. Contractual means must be developed
through program incentives to achieve standard common module application 3
within and across future weapon system developments.

Achievement of effective common integrated electronics acquisition requires that a

complete program be in place that provides the complete set of essential elements. The set

includes system architectures, common modules, standards, advanced technology

program, and an effective management policy and organization for guidance. A common
integrated electronics initiative that does not address all these elements is almost certain to

fail. Implementation of a full common integrated electronics program has the potential to 3
produce significant electronic system LCC savings. To assure that the proper focus and

coordination is achieved, it is important that OSD take a stronger role in both setting m

standards policy and in the approval of key standards that will impact all of DoD.

I
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I ABBREVIATIONS

SAEEC Airline Electronic En&een Committee

ANSI American National Standards Institute

ARINC Aeronautical Radio Incorporated
ARPA Advanced Research Projects AgencyI ASCM Advanced Specebome Computer Modules
AST Advae Softwae Tktnolo and Algorithms
C31 command, control, comm imcations, and intelligence

CAB Common Avionics Baseline
CEO Common Eklecs Office
CaM Cratme Inifrmion Management
CNI commumications, navipgtio and identification
CSC Convention Systems Commite
DAB Defens Acustion Board
DDR&E Director, Defense Resarch and Engieering
DISA Defense Information Symms Aency
DuD Of Defelne

EIA ~ Elecumnic Indusrie MAsociation

enMwtn and mnfacxn eeomn
EMSPEkrvni MouleSignal Processor

F3  form. fit. and function

F31 form, fit, function, and inaerface

FUR Forwar-Lokn Infixte
HPCC High Peformance CompminS and Comm
KDA Institue for Defense Amlyses
EME Inrn• of Elcuical and Electronics Engbieers

WA Inatem Mo&ulw Arch t.w
JIAP Joint Iniegroatd Avionics Plan
JIAWO Joint hnpmad Avioicm Waking (ronp

WC Joint Logisti C

JSRC Joint Services Review Commitee
LCC lff-cie cost
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Slight helicopter
MASA Modular Avionics System Architecture

NASA National Aeronautics and Space Administration 3
NGCR Next Generation Computer Resources

NIST National Institute of Standards and Technology 3
O&S operating and support

OSD Office of the Secretary of Defense

OSI Open System Interconnection

p3 I Pre-Planned Product Improvement

R&D research and development

SAE Society of Automotive Engineers or Service Acquisition Executive

SAVA Standard Army Vetronics Architecture

SINCGARS Single Channel Ground and Airborne Radio System

"TS Tactical Systems i
USD(A&T) Under Secretary of Defense (Acquisition and Technology)

VHSIC Very High Speed Integrated Circuits
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